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Abstract

By combining a quantum treatment of the radiation field with a superoperator formalism we present compact expressions for a broad variety of coherent and incoherent nonlinear optical signals. Spontaneous signals are classified according to the molecular coherence range: homodyne detected signals result from long range two particle coherence whereas Rayleigh and hyper-Rayleigh scattering are shown to be their short range counterparts. The dependence of the signals on wave vector, number of molecules and the molecular density is discussed for molecular and polymer solutes. Several two-photon induced techniques: second harmonic generation, hyper-Rayleigh scattering, two photon fluorescence and hyper-Raman are described within the same framework.
1 Introduction

Nonlinear optical signals are generated by the interaction of a material system with several laser beams. There are different types of signal classifications: spontaneous vs. stimulated, coherent vs. incoherent and short vs. long range. Some signals scale like $\sim N$ are others like $\sim N^2$ with the number of active molecules. The many types of signals are usually calculated using a variety of approaches, making it hard to establish their precise connections. The baffling plethora of non-linear techniques originate from varying numerous matter and field parameters (transition dipole moments, energy levels, carrier frequencies, pulse envelops, polarizations, delay times etc.). Esoteric acronyms (CARS, CSRS, HORSES etc.) further add to the confusion. Here we present a unified classification of these signals based on the last interaction that generates the signal field. This classification serves as a basis for a perturbative expansion, thus generating the various spectroscopic techniques.

Using a common approach the semiclassical theory of nonlinear spectroscopy which assumes a classical optical field interacting with a quantum matter has had a great success in describing coherent measurements \([1, 2, 3, 4, 5, 6, 7, 8]\). The signals are written in terms of response functions. The response functions which are obtained by a perturbative expansion of the polarization in the incoming fields. The polarization serves as a source in Maxwell’s equations and generates the signal mode electric field. The perturbative expansion leads to various molecular pathways and the signal contains an interference between them. The fully quantum mechanical description of both optical field and matter developed here can treat both stimulated and spontaneous processes \([7, 8, 9, 10, 11, 12]\). Describing this formalism and its applications is the main subject of this presentation.

As an example we consider a set up where two beams of frequency $\omega_1$ and $\omega_2$ generate a signal with frequency $\sim \omega_1 + \omega_2$. Possible signals of this type are: sum frequency generation (SFG), hyper Raleigh scattering (HRS), two photon induced fluorescence (TPIF) and hyper Raman (HRA). These signals are used in various spectroscopic applications for probing molecular energy levels and ultrafast dynamical processes as well as in high resolution imaging and nonlinear microscopy. SFG, TPIF and HRS are commonly applied for biomolecular and cell imaging. Some studies had observed simultaneously two types of signals e.g. SFG+TPIF and SFG+HRS in the same system \([9, 10]\).

The different types of nonlinear wave mixing signals are summarized in
Figure 1: Classification of nonlinear wave mixing signals.
The optical signals are broadly classified as either stimulated where the signal is generated in the direction of an existing strong classical field, or spontaneous where it is generated in a new direction i.e. the detected mode is initially in the vacuum state. The next layer of classification is into coherent, where the signal has a well defined phase with respect to the driving fields, or incoherent where no such phase relation exists. Stimulated signals are coherent, scale as $\sim N$ and the field itself (both amplitude and phase) can be measured by heterodyne detection. Spontaneous signals, in contrast, can be either coherent or incoherent. The homodyne detected coherent signal generated in a sample much larger than the optical wavelength is directional, and scales as $\sim N^2$. However short range correlations can induce a Rayleigh (hyper Rayleigh) scattering signal coming from pairs of close by molecules. This signal is isotropic and scales as $\sim N^{[10]}$. Spontaneous incoherent signals denoted spontaneous light emission (SLE) are generated by molecules which emit independently. They scale as $\sim N$ and may be further classified as either Raman (hyper Raman) or fluorescence.

The general classification shown in Fig. 1 holds to all orders in the fields. We shall recast the possible signals using compact superoperator expressions that can be expanded in the optical fields to generate specific signals. To first order we only have the coherent linear response which is self heterodyned, or ordinary Rayleigh scattering. The simplest model that shows all of these signals is depicted in Fig.2 where the emitted signals are either at or in the vicinity of $\omega_1 + \omega_2$. For this model the stimulated/coherent heterodyne detected signal is sum frequency generation (SFG). The spontaneous/coherent/long range signal is homodyne detected SFG. The spontaneous/coherent/short range signal is known in this case as hyper Rayleigh, and the spontaneous/incoherent signal is two-photon-induced light emission. The latter can further be classified as two-photon induced florescence and hyper Raman.

We next briefly introduce the two commonly used detection modes: heterodyne and homodyne. In the semiclassical approach to an $n + 1$ wave mixing measurement, $n$ incoming waves interact with a molecule to induce
Figure 2: Level scheme for nonlinear two photon induced single photon emitted signals with frequencies in the vicinity of $\omega_1 + \omega_2$.

a polarization $\sim \langle V(\mathbf{r}, t) \rangle_{\{n\}}$ (this notation will be explained in the next section). This polarization serves as a source in Maxwell’s equations for the signal field $\mathcal{E}_{n+1}(\mathbf{r}, t)$ [11]. The polarization must be further orientationally averaged and summed over all the molecules [3]. A more detailed analysis of the detection including propagation effects is given in Appendix A.

Heterodyne signals, detected by interference with a heterodyne mode, give both amplitude and phase of the nonlinear polarization. For a collection of $N$ molecules, this is a coherent signal obtained by adding amplitudes from all molecules and is given by $\sim \Re N \langle V(\mathbf{r}, t) \rangle_{\{n\}}^* \mathcal{E}_{n+1}^*(\mathbf{r}, t)$. Heterodyne signals are phase sensitive and directed along one of the possible $2^n$ phase matching directions $\Delta \mathbf{k} = \mathbf{k}_{\{n\}} - \mathbf{k}_{n+1} = 0 \mathbf{k}_{\{n\}} = \sum_{j=1}^{n} \pm \mathbf{k}_j$.

Homodyne detection is phase insensitive and only measures the intensity of the scattered light $\sim |\langle V(\mathbf{r}, t) \rangle_{\{n\}}|^2$. It can be either incoherent or coherent. The former is a sum of individual molecular contributions $\sim N$, while the latter is produced by molecular pairs and scales as $\sim N(N-1)$. The coherence length is related to the optical phase variation between two molecules $\Delta \mathbf{k}(\mathbf{r}_\alpha - \mathbf{r}_\beta)$. For a sufficiently large $\Delta \mathbf{k}$ the phase oscillates rapidly and the coherent part of the signal vanishes. The coherent molecular response thus shows up in the phase-matching direction $\Delta \mathbf{k} = 0$ and depends quadratically $\sim N^2$ on the number of active molecules.

Inelastic processes, such as Hyper-Raman scattering are incoherent and do not produce a macroscopic electric field since different molecules emit
independently with random phases. One way to see this is by digressing from
the semiclassical picture and looking at the joint state of the molecule and
detected mode field (|mol, phot⟩) at the end of the process: |g, 0⟩ + α|g', 1⟩
(See Fig. 2). This is a superposition of the initial state where the scattered
mode is in the vacuum state with the molecule in state |g⟩ and a state when
the molecule is in the state |g'⟩ with one emitted photon in the detected mode.
The energy difference between the initial and final states of the molecule is
supplied by the difference between the incoming and the signal modes (in
Fig. 2 it corresponds to ω₁ + ω₂ − ω₅). The expectation value of the signal
field mode (formally defined in Eq.(3)) with this state vanishes since |g⟩ and
|g'⟩ are orthogonal.

Parametric or elastic scattering processes are, in contrast, always phase
matched ∆k = 0. The final state which now has the form |g, 0⟩ + α|g, 1⟩
does yield a finite field amplitude. At this level of theory Hyper-Rayleigh
[12, 14, 15] and Hyper-Raman [3, 16, 17, 10] scattering can be viewed
as elastic and inelastic counterparts of two-photon induced fluorescence (i.e.
incoherent and not phase matched).

The fully-microscopic description of the signals presented in the coming
section treats both the molecules and the optical field quantum mechanically.
This allows to classify the signals according to the initial state of the detected
mode rather than by the detection method. If that mode initially contains
a large number of photons one has a stimulated (emission or absorption),
process. But if it is in the vacuum state we have a spontaneous process.
Heterodyne detected signals are stimulated [11]. We shall mainly focus on
spontaneous processes, but present the stimulated signals for completeness.
Understanding the connection between the various signals is important for
applications to such nonlinear imaging [18, 19]. We show that the coher-
ent part of the scattering may be classified according to the coherence range.
Rayleigh and nonlinear light scattering are coherent processes involving pairs
of molecules. However they only probe short range correlations and therefore
eventually scale as ∼ N. The density dependent part of the Rayleigh signal is
associated with intermolecular interactions. That component becomes dom-
inant in the vicinity of anomalous first order phase transitions and vanishes
for ordinary first order transitions in dilute solutions of molecules.

In the next section we calculate the signals using a quantum-mechanical
description of the optical field and recast them into a form suitable for per-
turbative expansion that can be represented graphically close time path loop
diagrams CTPL [20]. Some signals scale with the single-molecule and oth-
ers with molecular-pair distribution functions. The third section presents statistical models for these distribution functions. Signatures of structural phase transition are illustrated for a solution of weakly interacting molecules or polymers. The last section summarizes our results and presents a comparison of the various two-photon-induced signals associated with the level scheme in Fig. 2.

2 Spontaneous, stimulated, coherent and incoherent nonlinear wave mixing.

We start by partitioning the optical field into its positive and negative frequency components: \( E(r, t) + E^\dagger(r, t) \). The positive frequency optical field at point \( r \) and time \( t \) is given by the operator:

\[
E(r, t) = \sum_{j=1}^{n+1} \sqrt{\frac{2\pi\omega_j}{\Omega}} a_j(t) \exp(i(k_j r - \omega_j t)) \tag{2}
\]

Here, \( a_j \left( a_j^\dagger \right) \) is the annihilation (creation) operators for the \( j \)-the field mode, satisfying the bosonic commutation relation \( [a_i, a_j^\dagger] = \delta_{i,j} \) and \( \Omega \) is the quantization volume. The sum runs over all optical modes (including the detected, \( n + 1 \), mode).

We take the origin of the coordinate at the center of the sample and assume a point detector located at \( R \). We define \( E_{n+1}(R + r, t) \) to be the field generated in the sample at point \( r \) and time \( t \) as seen by the detector:

\[
E_{n+1}(R + r, t) = \sqrt{\frac{2\pi\hbar \omega_{n+1}}{\Omega_{n+1}}} \times \exp(i(k_{n+1}(R + r) - \omega_{n+1} t)) \tag{3}
\]

To eliminate the details of the detection geometry we define the plane wave signal mode in a local system of coordinates \( E_{n+1}(r, t) \) by Eq.(2). For a detector far from the sample we have:

\[
E_{n+1}(R + r, t) \approx E_{n+1}(r, t) \times \frac{\exp(i(k_{n+1}R))}{|R|}
\]
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Henceforth we assume that the signal mode is a plane wave. However we shall return to the spherical waves in the semiclassical treatment given in Appendix A. We shall calculate the field in the interaction picture (see e.g. Eq. (8)) where we eliminate its free propagation. Thus \( E_{n+1}(r, t) \) defines the field generated at point \((r, t)\) in the sample. This field vanishes outside the sample.

We shall split the detected electric field as:

\[
E_{n+1}(r, t) = E_s(r, t) + E_s(r, t)
\]

The classical (coherent) part \( E_s(r, t) \) is not affected by the interaction with matter, while the generated field \( E_s(r, t) \) is initially \((t = -\infty)\) in its vacuum state and changes its state due to the field/matter coupling. Following Ref. [21], the signal is defined as the change in the signal mode intensity due to the coupling with the system:

\[
S(t) = S_{ST}(t) + S_{SP}(t) = \frac{\Omega}{2\pi\omega_s} \left[ 2\Re \int d\mathbf{r} (E_s^*(\mathbf{r}, t)E_s(\mathbf{r}, t)) + \int d\mathbf{r} (E_s^\dagger(\mathbf{r}, t)E_s(\mathbf{r}, t)) \right]
\]

In order to calculate the expectation value of the optical field we now specify the total Hamiltonian for the field and matter:

\[
H(t) = H_0 + H_{int}(t)
\]

Here \( H_0 \) describes the sample and \( H_{int} \) stands for its interaction with the optical modes. We assume that the sample is made of \( N \) identical molecules with the positions \( \mathbf{r}_\alpha \), energy levels \( \{i\} \) and transition dipole moments \( \mu_{i,j} \).

We shall partition the dipole operator into the excitation \( V^\dagger(\mathbf{r}) \) and de-excitation \( V(\mathbf{r}) \) parts, where:

\[
V(\mathbf{r}) = \sum_{\alpha=1}^{N} \delta(\mathbf{r} - \mathbf{r}_\alpha) \sum_{j} \sum_{k>j} \mu_{jk} |j\rangle \langle k|
\]

Using Eq.(2) and Eq.(6), the radiation matter interaction in the Rotating Wave Approximation assumes the form:

\[
H_{int}(t) = H_{int}^{(n+1)}(t) + H_{int}^{(n)}(t) = E_{n+1}(r, t)V^\dagger(\mathbf{r}) + E_{n+1}^\dagger(\mathbf{r}, t)V(\mathbf{r}) + \sum_{j=1}^{n} E_j(r, t)V^\dagger(\mathbf{r}) + E_j^\dagger(\mathbf{r}, t)V(\mathbf{r})
\]
The two terms in Eq. (4) represent the stimulated and the spontaneous parts of the signals. These will be calculated by solving the Heisenberg equations of motion for the detected mode. The contribution from the points within the sample to the stimulated part is:

\[
\frac{d}{dt} \langle \mathcal{E}_s^*(\mathbf{r}, t) E_s(\mathbf{r}, t) \rangle = i \mathcal{E}_s^*(\mathbf{r}, t) \langle [H_{\text{int}}, E_s(\mathbf{r}, t)] \rangle = i \left( \frac{2\pi \omega_s}{\Omega} \right) \mathcal{E}_s^*(\mathbf{r}, t) \langle V(\mathbf{r}, t) \rangle
\]

(8)

Here we used the fact that the coherent part of the detected mode is not affected by the interaction with the molecules. \(\langle \cdots \rangle\) denotes averaging over the radiation and matter degrees of freedom.

To proceed further we introduce superoperators which facilitate the bookkeeping of the various field/matter interactions [20]. For an arbitrary operator \(A\) these are defined as "Left" or "Right" type by their action on an operator \(X\) as:

\[
A_L X = AX \\
A_R X = XA
\]

We further define the transformed "Plus" and "Minus" superoperators:

\[
A_- = \frac{1}{\sqrt{2}} (A_L - A_R) \\
A_+ = \frac{1}{\sqrt{2}} (A_L + A_R)
\]

We shall recast Eq. (8) using the dipole superoperators:

\[
\langle V(\mathbf{r}, t) \rangle = \langle V_L(\mathbf{r}, t) \rangle \equiv \text{Tr} [V_L(\mathbf{r}, t) \rho(t)]
\]

(9)

The time evolution will be calculated in the interaction picture using the bare molecular Hamiltonian as a reference:

\[
\langle V(\mathbf{r}, t) \rangle = \langle TV_L(\mathbf{r}, t) \exp (-i \sqrt{2} \int \mathbf{r} H_{\text{int},-}(\tau, \mathbf{r}')) d\tau \int d\mathbf{r}' H_{\text{int},-}(\tau, \mathbf{r}') \rangle
\]

Here \(\sqrt{2} H_{\text{int},-} = E_L V_L^\dagger + E_L^\dagger V_L - V_R^\dagger E_R - V_R E_R^\dagger\) and \(\mathcal{T}\) is the time ordering operator in Liouville space which when acting on a product of the following
superoperators it rearranges them so that their time arguments increase from right to left.

Heterodyne detected \((n + 1)\)-wave mixing signals in a macroscopic \((N \gg 1)\) sample are generated along one of the \(2^n\) combinations of the \(n\) incoming wave vectors \(k_{n} = \pm k_1 \pm k_2 \cdots \pm k_n\). This can be obtained by expanding Eq. (9) to first order in \(n\) incoming modes, each interacting once with a single molecule, and summing over all the molecules in the sample:

\[
\langle V(r, t) \rangle_{\{n\}} = \sum_{\alpha=1}^{N} \delta \left( r - r_{\alpha} \right) \langle V_L(t) \rangle_{\{n\}} e^{ik_{\{n\}}r} \tag{10}
\]

The subscript \(\{n\}\) signifies that the averaging is with respect to the density operator calculated by taking into account interactions of the incoming modes with a single molecule. The \(n + 1\) (signal) mode is treated separately.

When Eq.(8) together with the initial condition \(\langle E_s(r, t = -\infty) \rangle = 0\) and the expansion (10) are substituted into Eq.(4) we obtain the stimulated incoherent signal:

\[
S^{(n)}_{ST}(t) = \text{Im} \ F_{1}(\Delta k) \int_{-\infty}^{t} d\tau \mathcal{E}^{*}_{s}(\tau) \langle V_{L}(\tau) \rangle_{\{n\}} \tag{11}
\]

The auxiliary function \(F_{1}(\Delta k) = \sum_{\alpha} e^{i\Delta k r_{\alpha}}\) carries all information about the macroscopic sample geometry as well as the spatial distribution of molecules. It is responsible for phase matching, which is a hallmark of heterodyne detected signals. Self-heterodyne signals such as pump-probe [21, 11], and stimulated Raman/Hyper-Raman scattering also fall into the stimulated signal category.

We next turn to the spontaneous component of the signal (4). The contribution from point \(r\) within the sample to this component is obtained by solving the Heisenberg equation of motion:

\[
\frac{d}{dt} \langle E_{s}^{\dagger}(r, t)E_{s}(r, t) \rangle = i \langle \left[ H_{int}, E_{s}^{\dagger}(r, t)E_{s}(r, t) \right] \rangle = \tag{12}
\]

\[
= 2\Im \left( \frac{2\pi \omega_{s}}{\Omega} \right) \langle E_{s}^{\dagger}(r, t)V(r, t) \rangle
\]

with the initial condition \(\langle E_{s}^{\dagger}(r, t)E_{s}(r, t) \rangle(t = -\infty) = 0\). The right hand side of this equation may be factorized into a field and matter parts provided the density
operator is treated perturbatively with respect to the $E_s$ part of the signal mode.

To first order the spontaneous signal assumes the form:

$$S^{(n)}_{SP}(t) = 2 \text{Re} \int dr \int dr'e^{i\mathbf{k}_{n+1}(r-r')} \times$$

$$\times \int_{-\infty}^{t} d\tau \int_{-\infty}^{\tau} d\tau' e^{i\omega_{n+1}(\tau-\tau')} \langle TV_L(r,\tau)V_R^\dagger(r',\tau')\rangle_{\{n\}}$$

(13)

When all interactions with the optical fields occur with the same molecule \(\langle TV_L(r,\tau)V_R^\dagger(r',\tau')\rangle_{\{n\}}\) assumes the form \(\langle TV_L(r,\tau)V_R^\dagger(\tau',\tau')\rangle_{\{n\}}\delta(r-r')\) and we recover the incoherent signal (13). Expanding it to first order in the interactions with each of the incoming modes we obtain:

$$S^{(n)}_{SP, incoh}(t) = 2 \text{Re} F_1(0) \int_{-\infty}^{t} d\tau \int_{-\infty}^{\tau} d\tau' e^{i\omega_{n+1}(\tau-\tau')} \langle TV_L(\tau)V_R^\dagger(\tau')\rangle_{\{n\}}$$

(14)

Incoherent \((F_1(0) = N)\) homodyne detected signals are phase insensitive. Examples are $n$ photon induced Fluorescence and Hyper-Raman scattering.

The coherent part of the spontaneous signal is obtained when the optical modes are allowed to interact with all possible molecular pairs in the sample. Interactions with different molecules are not time ordered and \(\langle TV_L(r,\tau)V_R^\dagger(r',\tau')\rangle\) can be factorized into \(\langle V_L(r,\tau)\rangle\langle V_R^\dagger(r',\tau')\rangle\). By expanding the two factors to first order in each of the $n$ incoming modes we obtain the coherent part of the homodyne detected signal:

$$S^{(n)}_{SP, coh}(t) = \text{Re} F_2(\Delta \mathbf{k}) | \int_{-\infty}^{t} d\tau e^{i\omega_{n+1}\tau} \langle V_L(\tau)\rangle_{\{n\}} |^2$$

(15)

Here we have used the identity:

$$\int_{-\infty}^{t} d\tau \int_{-\infty}^{\tau} d\tau' = \frac{1}{2} \int_{-\infty}^{t} d\tau \int_{-\infty}^{t} d\tau'$$

The auxiliary function \(F_2(\Delta \mathbf{k}) = \sum_{\alpha} \sum_{\beta \neq \alpha} e^{i\Delta \mathbf{k}(\mathbf{r}_\alpha - \mathbf{r}_\beta)}\) is determined by the distribution function of molecular pairs as well as the sample geometry. Eq. (15) describes for example $n$-harmonic generation and Hyper-Rayleigh scattering.
Eqs. (11), (14), (15) constitute the formal expressions for various signals. Specific signals will be calculated in Section 4. In the next section we focus on the molecular and molecular-pair distribution functions: \( F_1(\Delta k) \) and \( F_2(\Delta k) \).

3 \( n + 1 \) wave mixing in fluids and polymer solutions; the role of molecular distribution functions.

We now examine more closely the role of molecular distributions in nonlinear wave scattering. Following Ref. [22] we shall consider a system of \( N \) identical hard sphere molecules in a solvent occupying the volume \( L^3 \approx \Omega' \). The molecular diameter \( a \) is smaller than the wavelength \( \lambda_{n+1} \) of the detected mode. Eqs. (11), (14), (15) describe the scattering due to the solute. Three cases will be considered. First, we will look at the scattering from an ideal solute with no long range order as depicted in Fig. 3(c). Second we investigate the scattering from a solution of polymer molecules [23] (See Fig. 3(d)). Finally we discuss a real solution close to a phase transition point.

For large samples \( L|\Delta k| \gg 1 \) the problem can be treated in the continuum limit, where Maxwell’s equations self-consistently connect the polarization \( \langle V(r, t) \rangle_{\{n\}} \) and the induced electric field \( E_{n+1}(r, t) \). The signal is then calculated in two steps. First, the atoms act as the primary sources induce the field at the aperture [24]. This field serves as the secondary source and for the signal, which is calculated using the propagator formalism. In this limit both semiclassical and quantum approaches yield the same result as shown in Appendix A.

In the opposite limit \( L|\Delta k| \ll 1 \) the phase factor \( \Delta k \cdot r \) does not change appreciably within the sample and the sample can no longer be treated as a continuous medium. Statistical molecular properties then affect the signal.

3.1 Stimulated vs. Spontaneous incoherent signals.

Both signals described by Eqs. (11) and (14) are determined by the molecular distribution. The probability to find a solute molecule in the volume \( d\mathbf{r} \) centered at \( \mathbf{r} \) is given by \( F_1(\mathbf{r})d\mathbf{r}/\Omega' \). The molecular distribution function is normalized so that its average value in the sample volume \( \Omega' \) is the total
Figure 3: (a) schematic of nonlinear wave mixing. $\theta$ is the phase matching angle between stimulated (red thick line)/spontaneous (wavy line) and a linear combination of the incoming modes (doted line). (b) the angular distribution of the stimulated signal from an ideal solute of noninteracting (blue rapidly oscillating curve) and polymer solute (green smooth curve). The parameters used are: $L/\lambda = 10$, $N = 100$, $b = 0.01$. $F_1(\Delta k)$ is normalized to the number of molecules. (c) ideal solute. (d) polymer solute.
number of molecules: \( (N/\Omega') \int_{\Omega'} F_1(r) dr = N \). By converting the summation over a large number of independent molecular coordinates \( r_\alpha \) to an integration over \( r \) we obtain:

\[
F_1(\Delta k) = \frac{N}{\Omega'} \int_{\Omega'} F_1(r) e^{i\Delta k \cdot r} dr \quad (16)
\]

More generally, the molecular distribution function must also include internal molecular degrees of freedom and rotational averaging. These are neglected here.

### 3.1.1 Ideal solutions.

In the absence of long range order \( (F_1(r) = 1, \text{Fig.3(c)} \). Assuming that \( \Delta k \) is in the \( \hat{x} \) direction as shown in Fig.3(a), straightforward calculation of the integral (16) yields:

\[
F_{1,\text{fluid}}(\Delta k) = N P_{\text{fluid}}(\theta) \quad (17)
\]

with the polarization angular distribution:

\[
P_{\text{fluid}}(\theta) = \text{sinc}(2\pi L \sin(\theta/2)/\lambda_{n+1})
\]

Here \( \lambda \) is the wavelength; \( \theta \) is the angle between detected \( k_{n+1} \) mode and the induced polarization given by a linear combination of the incoming modes \( k_{(n)} \).

### 3.1.2 A polymer solution.

The molecular probability distribution of polymers (Fig.3(d)) can be calculated using the theory of random walks \[25\]:

\[
\frac{N}{\Omega'} F_1(r) dr = \frac{2}{N} \sum_j \sum_{i>j} W_{i,j}(r) dr \quad (18)
\]

\[
W_{i,j}(r) = \left( \frac{3}{2\pi b^2 ||i - j||} \right)^{3/2} \exp \left( \frac{-3r^2}{2b^2 ||i - j||} \right) \quad (19)
\]

The walk step \( b \) depends on the polymer geometry. \( W_{i,j}(r) dr \) is the probability of finding \( j \)’th polymer unit at distance \( r \) from the \( i \)’th unit in the
volume element $dr$. Converting the summation in Eq. (19) to an integration and substituting Eq. (18) in Eq. (16) we obtain:

$$F_{1,\text{poly}}(\Delta k) = N\mathcal{P}_{\text{poly}}(\theta, N)$$  \hspace{1cm} (20)

$$\mathcal{P}_{\text{poly}}(\theta, N) = \frac{2}{U(N, \theta)} \left[ e^{U(N, \theta)} - 1 + U(N, \theta) \right]$$

$$U(N, \theta) = \frac{8\pi^2 b^2 N}{3} \lambda_{n+1}^2 \sin^2(\theta/2)$$

Eq. (11) together with Eq. (17) or (20) imply that the stimulated signal is peaked in the direction $\Delta k = 0$. Long-range order now breaks the linear $\sim N$ dependence of the signal of ideal solutions.

### 3.2 Spontaneous coherent signals.

Spontaneous coherent signals given by Eq. (15) defined as the Fourier transform of the molecular pair distribution function:

$$F_2(\Delta k) = N(N-1) \frac{1}{2\Omega^2} \int_{\Omega'} \int F_2(r_\alpha, r_\beta)e^{i\Delta k (r_\alpha - r_\beta)} dr_\alpha dr_\beta$$  \hspace{1cm} (21)

Here $N(N-1)/2\Omega^2 F_2(r_\alpha, r_\beta)dr_\alpha r_\beta$ is the joint probability of the molecules in the pair between $r_\alpha, r_\beta$ and $r_\alpha + dr_\alpha, r_\beta + dr_\beta$. The pair distribution function is normalized so that when integrated over the sample it gives the total number of molecular pairs:

$$\frac{N(N-1)}{2\Omega^2} \int_{\Omega'} \int F_2(r_\alpha, r_\beta) dr_\alpha dr_\beta = N(N-1) 2$$  \hspace{1cm} (22)

We shall partition $F_2$ as:

$$F_2(r_\alpha, r_\beta) = \lim_{|r_{\alpha,\beta}| \to \infty} F_1(r_\alpha)F_1(r_\beta) + g_2(r_\alpha, r_\beta)$$  \hspace{1cm} (23)

where $r_{\alpha,\beta} = r_\alpha - r_\beta$. The function $g_2$ represents the deviation of $F_2(r_\alpha, r_\beta)$ from a product of single molecule distributions $F_1(r_\alpha)F_1(r_\beta)$ and is a measure of intermolecular interactions.
3.2.1 Long-range coherence.

The first term in Eq. (23) when substituted into Eq. (15) yields the long range coherent spontaneous signal with the molecular distribution function:

$$F_2(\Delta k) = N(N-1)P_{fluid}^2(\theta)$$

(24)

Note that for linear light scattering \((n = 1)\), the signal (24) is indistinguishable from the incident beam. However the signal can be clearly resolved for nonlinear scattering with non-collinear beam geometry.

A similar result holds for a collection of \(N'\) polymers each made of \(N\) molecules. In the absence of long range order between the polymer molecules, one can use Eq. (24), with \(N \rightarrow N'N\); (See the neglected first term in Eq. (11) of Ref. [25]).

3.2.2 Short-range coherence.

Short-range coherent spontaneous signals are given by Eq. (15). The distance between the molecules involved in the light-matter interaction is restricted by \(g_2(\mathbf{r}_\alpha, \mathbf{r}_\beta)\), so that \(r_{\alpha,\beta} < a + 1 \ll 1\) and the exponential phase factor in Eq. (21) can be set to unity.

We start by considering a solution of hard sphere molecules of diameter \(a\), the volume per solute molecule: \(\pi a^3/6 = \Omega'/N = v\). In this case [26]:

$$g_2(\mathbf{r}_{\alpha,\beta}) = \begin{cases} 0, & r_{\alpha,\beta} > a \\ -1, & r_{\alpha,\beta} \leq a \end{cases}$$

(25)

Using the identity \(\frac{1}{v'} \int \int d\mathbf{r}_\alpha d\mathbf{r}_\beta g_2(\mathbf{r}_\alpha; \mathbf{r}_\beta) = \int d\mathbf{r}_{\alpha,\beta} g_2(\mathbf{r}_{\alpha,\beta})\) we obtain:

$$F_{2,fluid}(\Delta k) = -\frac{N-1}{2}$$

(26)

The short-range interaction for a collection of \(N'\) polymer molecules each comprised of \(N\) molecular segments has been calculated in Ref. [25]:

$$F_{2,poly}(\Delta k) = \frac{N^4}{v'^2}X P_{poly}^2(\theta, N)$$

(27)

where \(v' = \Omega'/N'\) is the volume per single polymer molecule and \(X\) describes the average short range interaction between the segments of two polymer molecules. Note that the first term in Eq. (13 (a)) of Ref. [25] corresponds
to the extra-short range coherent signal from the collection of the thread-like polymer molecules \( \sim \frac{\langle N \rangle}{\Omega'} F_{1,\text{poly}}(\Delta k) \). The coherence length is limited to a single polymer molecule.

To discuss the validity of the hard sphere model (26) we impose certain limitations on the solute molecules and their interactions. The solute is treated as non-ideal gas of classical molecules capable of undergoing a thermodynamic phase transitions. Second, the pair interaction potential falls off with the fourth or higher power of the distance. Third, the total potential energy of the system is representable as the sum of pair potentials which only depends only on the distance.

The deviation of the solute from the ideal gas is described by the fugacity \( Z \) normalized in density \( v^{-1} \) units:

\[
Z = v^{-1} \exp\left(-\sum_{l \geq 1} \beta_l v^{-l}\right)
\]

The irreducible integrals \( \beta_l \) are defined so that for the ideal gas \( \beta_l \to 0 \). We rewrite Eq.(28) in its differential form:

\[
\frac{\partial \ln Z}{\partial \ln v} = \sum_{l \geq 1} l \beta_l v^{-l} - 1
\]

The pressure of the gas \( P \) above the solvent also shows the deviation from the ideal gas, which can be formally written with irreducible integrals as:

\[
\left( \frac{\partial P}{\partial Z} \right)_T = \frac{N k T}{Z v}
\]

\[
\left( \frac{\partial P}{\partial \Omega'} \right)_T = -\frac{N k T}{\Omega' v^2} \left( 1 - \sum_{l \geq 1} l \beta_l v^{-l} \right)
\]

where \( k \) is the Boltzmann constant and \( T \) is the temperature. Using the generalized form of the grand partition function (28), as well as connection between the cluster and irreducible integrals, it has been shown [26, 27] that:

\[
\frac{1}{2 \Omega'} \int g_2(\mathbf{r}_{\alpha, \beta}) d\mathbf{r}_{\alpha, \beta} = -\frac{Z^2 v^2}{2 k T \Omega'} \left( \frac{\partial ^2 P}{\partial ^2 Z} \right)_T
\]

where \( P \) is the osmotic pressure. Substituting Eq.(30) into Eq.(32) and
utilizing Eq.(29) yields:

$$\frac{1}{2\Omega'} \int g_2(r_{\alpha,\beta}) dr_{\alpha,\beta} = - \frac{v}{2\Omega'} \left( 1 - \frac{1}{1 - \sum_{l \geq 1} l \beta_l v^{-l}} \right)$$  \hspace{1cm} (33)$$

Combining with Eqs. (23) and (21) we get:

$$F_{2,\text{fluid}}(\Delta k) = - \frac{N - 1}{2} \left( 1 - \frac{1}{1 - \sum_{l \geq 1} l \beta_l v^{-l}} \right) =$$

$$= - \frac{N - 1}{2} \left[ 1 - \frac{NkT}{\Omega'^2} \frac{\partial P}{\partial \Omega'} \right]^{-1} \hspace{1cm} (34)$$

This confirms that the short range coherent spontaneous signal vanishes in an ideal solution. It also suggests that short range coherent signals from the solute in the absence of strong Van-Der-Waals forces is not phase sensitive and depends on the solute density $v^{-1}$. It thus represents Rayleigh ($n = 1$) and Hyper-Rayleigh ($n > 1$) scattering.

The first-principles calculation of the irreducible integrals $\beta_l$ is a challenging task [27]. We next discuss the role of $\sum l \beta_l v^{-l}$. Phase transitions are characterized by divergence of the fugacity density series (28) on the real axis at $T = T_c$. Hence, $\sum l \beta_l v^{-l}$ either diverges (first order transitions) or becomes unity (anomalous first order transitions) [28, 29]. In the first case, $\sum l \beta_l v^{-l}$ increases at the singularity and reaches unity at some temperature $T_0$ lower than the temperature at which the singularity moves into the complex plane $T_c$. Close to $T_0$ the slight change in the partial volume of the solute does not change with pressure and the second term in Eq. (34) dominates the short range coherent spontaneous signal.

An anomalous first-order transition occurs in the temperature range $T_o < T_a < T_c$. One can then neglect the second term in Eq. (34) and the signal coincide with the hard spheres model (26). The $(N - 1)/2$ factor signifies that only pairs of nearby molecules contribute to the short range coherence.

4 Application to two-photon-induced signals.

We have presented a unified microscopic description of $n + 1$ wave mixing processes. The nonlinear signal defined as the change in the intensity of the
detected mode due to the other \( n \) optical modes is formally expressed in terms of polarization superoperators which are calculated by the Heisenberg equations of motion for the field (stimulated signals) or for the field intensity (spontaneous signals). We have identified four types of signals, and connected them to standard statistical quantities, namely the molecular and molecular pairs distribution functions. Our formal results can be summarized as follows:

\[
S^{(n)}(t) = S^{(n)}_{ST}(t) + S^{(n)}_{SP,icoh}(t) + S^{(n)}_{SP,coh,lr}(t) + S^{(n)}_{SP,coh,sr}(t) \tag{35}
\]

\[
S^{(n)}_{ST}(t) = \text{Im} \left\{ \frac{\mathcal{P}_{fluid}(\theta)}{\mathcal{P}_{poly}(\theta, N)} \right\} \int_{-\infty}^{t} d\tau \mathcal{E}^*_s(\tau) \langle V_L(\tau) \rangle_{\{n\}} \tag{36}
\]

\[
S^{(n)}_{SP,icoh}(t) = 2\text{Re} \int_{-\infty}^{t} d\tau \int_{-\infty}^{\tau} d\tau' e^{i\omega_{n+1}(\tau-\tau')} \langle TV_L(\tau)V_R^\dagger(\tau') \rangle_{\{n\}} \tag{37}
\]

\[
S^{(n)}_{SP,coh,lr}(t) = N(N-1)\mathcal{P}_{fluid}(\theta) \int_{-\infty}^{t} d\tau e^{i\omega_{n+1}\tau} \langle V_L(\tau) \rangle_{\{n\}}^2 \tag{38}
\]

\[
S^{(n)}_{SP,coh,sr}(t) = \begin{cases} 
-\frac{N-1}{2} \text{Re} \left( 1 - \left( 1 - \sum_{l \geq 1} l \beta_l u^{-l} \right)^{-1} \right) \\
-\frac{N^2}{\nu^2} \mathcal{P}_{poly}(\theta, N) + \frac{N^4}{\nu^2} X \mathcal{P}_{poly}^2(\theta, N) \\
\times \int_{-\infty}^{t} d\tau e^{i\omega_{n+1}\tau} \langle V_L(\tau) \rangle_{\{n\}}^2
\end{cases} \times \tag{39}
\]

\( S_{ST} \) represents the stimulated heterodyne detected signals including self-heterodyne detected techniques (pump-probe) and stimulated Hyper-Raman scattering. The remaining terms describe spontaneously generated signals.

\( S_{SP,icoh} \) is incoherent, phase insensitive and scales as \( \sim N \) (e.g. multiphoton induced fluorescence). \( S_{SP,coh,lr} \) describes the coherent response of all possible molecular pairs. Linear signals of this type are indistinguishable from the incident beam. Nonlinear signals include Hyper-Raman scattering and sum/difference frequency generation.

\( S_{SP,coh,sr} \) is a short-range coherent spontaneous signal. Identical oriented polymer molecules give a directed phase matched signal. The degree of phase-matching depends on polymer size, internal structure and interaction between the polymers. Using the random-walk model we showed that the signal
contains two terms in the molecular density $v^{-1}$.

We have further investigated nonlinear scattering from a non-ideal solution described by the osmotic pressure, density and fugacity. The signal is phase-insensitive and can be recast into an infinite series in the molecular density $\sum l\beta lv^{-1}$. We discussed two limiting cases of ordinary and anomalous first order transitions and compared them to the hard sphere model. Such signals are both phase-insensitive and depend on the molecular density. We associated them with Rayleigh and Hyper-Rayleigh scattering.

Eqs. (35) provide a convenient starting point for the superoperator CTPL expansion of the nonlinear polarization based on the rules are given in Appendix B. We shall illustrate this for frequency domain spontaneous signals generated by two incoming classical fields: $E_1e^{-i\omega_1t}$ and $E_2e^{-i\omega_2t}$ in the vicinity of two-photon resonances $\omega_3 \approx \omega_1 + \omega_2$. The molecules are described by the three level ladder system: $\{|g\rangle, |g'\rangle, |e\rangle, |f\rangle\}$, shown in Fig. 4(B). The lowest manifold $1$ contains the ground state $|g\rangle$ and higher level $|g'\rangle$.

The incoherent signal (37) gives rise to hyper-Raman and two-photon induced fluorescence which may be distinguished by including dephasing processes [1]. This goes beyond the scope of this presentation.

Since all incoming modes are classical, the frequency-domain signals can be recast in terms of nonlinear susceptibilities using the CTPL shown in Fig. 4(C1):

$$S_{HRAM,TPIF}(-\omega_3;\omega_2,\omega_1) = 2NRe|E_1|^2|E_2|^2\chi^{(5)}_{LR-\ldots}(\omega_3, -\omega_2, \omega_2, -\omega_1, \omega_1)$$

Here the susceptibility is recast in the mixed representation ($L/R$ for the generated mode, and $+,-$ for the classical incoming modes [20]). It can be written in terms of the Green’s function $G(\omega) = h/(\hbar\omega - H_0 + i\hbar\gamma)^{-1}$ where

1The model also describes Brillouin scattering [30, 31]. That is the moving interference pattern, provided by the incoming pump fields and Stock shifted backward scattered generated wave, may create an acoustic wave. This, in turn, lifts the degeneracy of the molecular ground state and modifies the density dependent pre-factor for the short-range coherent signals. In some cases the acoustic wave may also reflect the incoming modes via spectral Bragg diffraction thus increasing the power of the generated signal. Brillouin scattering is a type of Raman scattering.
Figure 4: A three wave mixing process with two classical and one quantum modes: (A) phase-matching configuration; (B) molecular level scheme; CTPL for the incoherent Hyper-Raman and two-photon induced fluorescence (TPF) (C1) and long range coherent Homodyne detected sum frequency generation (SFG) as well as short range coherent Hyper-Rayleigh (C2). (D) measured spectra from PMMA polymers of oriented DCM [18].
\( \gamma \) is a dephasing rate:

\[
\chi_{LR}^{(5)}(-\omega_3; \omega_3, -\omega_2, \omega_2, -\omega_1, \omega_1) = \]

\[
eq \frac{i^5}{5!h^5} \sum_p \langle g \rangle |V G_\dagger(\omega_g + \omega_1)V G_\dagger(\omega_g + \omega_1 + \omega_2)V_\dagger \times \]

\[
x G_\dagger(\omega_g + \omega_1 + \omega_2 - \omega_3)V G(\omega_g + \omega_1 + \omega_2)V \dagger G(\omega_g + \omega_1)V \dagger |g\rangle \]

Here \( p \) stands for permutations of the incoming field within each branch of the loop diagram. Expanding Eq.(41) in molecular energy levels \( \hbar \omega_{eg}, \hbar \omega_{ef}, \hbar \omega_{fg} \) and the corresponding transition dipole moments \( \mu_{eg}, \mu_{ef}, \mu_{fg} \) we finally obtain:

\[
\chi_{LR}^{(5)}(-\omega_3; \omega_3, -\omega_2, \omega_2, -\omega_1, \omega_1) = \]

\[
eq \frac{i^5}{5!h^5} \sum_p \sum_{g,g'} \left[ \frac{\mu_{eg} \mu_{ef} \mu_{fg'}}{2!} \right]^2 \left[ (\omega_1 - \omega_{eg})^2 + \gamma^2 \right] \left[ \omega_1 + \omega_2 - \omega_{fg} + i\gamma \right] \times \]

\[
\frac{1}{[\omega_1 + \omega_2 - \omega_{fg} - i\gamma][\omega_1 + \omega_2 - \omega_3 - \omega_{gg'} - i\gamma]} \]

The long-range coherent signal (38) for our model is a homodyne-detected sum frequency generation (SFG) [19, 32, 18]:

\[
S_{SFG}(-\omega_3; \omega_2, \omega_1) = \]

\[
= N(N - 1)|E_1|^2|E_2|^2|\mathcal{P}_{\text{fluid}}(\theta, N)\delta(\omega_3 - \omega_2 - \omega_1)|\chi_{L-}^{(2)}(-\omega_3; \omega_2, \omega_1)|^2 \]

This susceptibility can be calculated using the CTPL in Fig.4(C2):

\[
\chi_{L-}^{(2)}(-\omega_3; \omega_2, \omega_1) = \sum_p \frac{i^2}{2!h^2} \langle g \rangle |V G(\omega_g + \omega_1 + \omega_2)V \dagger G(\omega_g + \omega_1)V \dagger |g\rangle = \]

\[
eq \sum_p \frac{i^2}{2!h^2} \sum_g \frac{\mu_{eg} \mu_{ef} \mu_{fg}}{[\omega_1 - \omega_{eg} + i\gamma][\omega_1 + \omega_2 - \omega_{fg} = i\gamma]} \]

The short-range coherent signal (39) for our model is the density dependent hyper-Rayleigh (HRAY) scattering [33, 12, 13, 14]:

\[
S_{HRAY}(-\omega_3; \omega_2, \omega_1) = \left\{ \begin{array}{c} -\frac{N-1}{2} \text{Re} \left( 1 - \left( 1 - \sum_{l \geq 1} \frac{1}{l \beta_l v^{-l}} \right)^{-1} \right) \\ \frac{N^2}{v^2} \mathcal{P}_{\text{poly}}(\theta, N) + \frac{N^4}{v^4} X \mathcal{P}_{\text{poly}}^2(\theta, N) \end{array} \right\} \times \]

\[
\times |E_1|^2|E_2|^2|\delta(\omega_3 - \omega_2 - \omega_1)|\chi_{L-}^{(2)}(-\omega_3; \omega_2, \omega_1)|^2 \]
In Fig. 4(D) we display an experimental spontaneously generated signal from a polymer solute [18]. The SFG signal has a sharp resonance, as expected from the delta function in Eq. (43), while the TPIF signal is broadened and covers the range of $\omega'_{g',g}$ in accordance with Eq. (40). The hyper-Rayleigh signal (4) has the same resonance as SFG, since both are determined by the square of the second order susceptibility.

Note that all the signals discussed above are generated by classical incoming fields, and may be also calculated using semiclassical susceptibilities. However the present quantum treatment can predict signals generated by non-classical incoming modes [34, 35, 36]. Furthermore, even though we neglected the molecular orientational degrees of freedom, they play important role in distinguishing between SFG and HRAY processes. To take them into account we need to add a superscript to the transition dipole moment $\mu^{i}_{\alpha\beta}$ indicating its orientation with respect to the $i$-th component of the optical field. The intensity of (43) and (4) signals is then proportional to:

$$\langle (i'g'e')^*(j'\ell'f')^*(k'f'g')^* \mu^{j'i}_{ge} \mu^{k'i}_{fj} \rangle_{\text{rav}}$$

where primed and unprimed indices denote two different molecules in the molecular pair; $\langle \cdots \rangle_{\text{rav}}$ is rotational averaging [33]. For long-range coherent signals such as SFG, correlation between the two molecules in the pair is negligible and Eq. (46) can be factorized as: $|\langle \mu^{j'i}_{ge} \mu^{k'i}_{fj} \rangle_{\text{rav}}|^2$. In an isotropic media, this vanishes by symmetry [10, 37] leaving only the short-range coherent signals HRAY.
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6 Appendixes

A Semiclassical vs. quantum field derivation of heterodyne-detected signals.

In this appendix we calculate the heterodyne detected incoherent nonlinear signal from a linear chain of molecules which interact with $n + 1$ classical optical fields. The chain extends between $-L/2$ to $L/2$ along the $x$ axis. The heterodyne detected signal is given by the electric field of the signal mode at $x = X$ far from the sample, as shown in Fig.5. We shall demonstrate equivalence of the semiclassical and quantum approaches.

Following Ref.[24] the semiclassical calculation will be divided into two steps. We first derive the electric field on the auxiliary object (aperture) via Maxwell’s equations with the optical field driven by the nonlinear polarization of the atomic primary sources. Second, the aperture serves as the point secondary source of a spherical signal wave which is calculated with the propagator formalism.

For $k_{|n|}L \gg 1$, the sample can be treated as a continuous medium. The incoming waves create a nonlinear polarization wave along the sample:

$$P_{n}(x,t) = P_n(t) \exp \left( i \left( k_{|n|}x - \omega_{|n|}t \right) \right)$$  \hspace{1cm} (47)
where $P_n(t)$ is slowly varying $|\frac{\partial}{\partial t}P_n(t)| \ll |\omega_n P_n(t)|$. This polarization is the primary source of the generated mode whose electric field is given by:

$$E_{n+1}(x,t) = \mathcal{E}_{n+1}(x,t) \exp(i(k_{n+1}x - \omega_{n+1}t))$$

(48)

where $\mathcal{E}_{n+1}(t)$ is the slowly varying field amplitude (in space and time).

The electric field of the generated mode and the polarization induced by the incoming modes are connected by Maxwell’s equations:

$$\left(\frac{\partial^2}{\partial x^2} + \left(\frac{k_{n+1}}{\omega_{n+1}}\right)^2 \frac{\partial^2}{\partial t^2}\right) E_{n+1}(x,t) =$$

$$= -\frac{4\pi}{c^2} \frac{\partial^2}{\partial t^2} P_n(x,t)$$

(49)

Substituting Eq. (47), (48) into (49) and using the slowly varying amplitude approximation for the generated and polarization we get:

$$ik_{n+1} \frac{\partial}{\partial x} \mathcal{E}_{n+1}(x,t) =$$

$$= -2\pi \frac{\omega_n^2}{c^2} P_n(t) \exp\left(i(\Delta k x - (\omega_{n+1} - \omega_n) t)\right)$$

(50)

At the beginning of the illuminated region the amplitude of the generated mode vanishes $\mathcal{E}_{n+1}(-L/2, t) = 0$. Using this condition and integrating Eq. (50) over the sample range we obtain the generated mode at the aperture:

$$E_{n+1}(L/2, t) = -\frac{2\pi i \omega_n^2}{k_{n+1}c^2} P_n(t) L \text{sinc}(\Delta k L/2) \times$$

$$\times \exp\left(i(k_{n+1} L/2 - \omega_{n+1} t)\right)$$

(51)

The signal field is given by Fresnel diffraction from a point-like secondary source which correspond to a single Huygens wavelet:

$$E_{n+1}(X, t) =$$

$$= -\frac{i}{k_{n+1} X} E_{n+1}(L/2, t) \exp\left(i(X - L/2)k_{n+1}\right) =$$

$$= -\frac{2\pi}{X n^2(\omega_n)} P_n(t) L \text{sinc}(\Delta k L/2) \times$$

$$\times \exp\left(i(k_{n+1} X - \omega_{n+1} t)\right)$$

(52)
Here $n(\omega_{n+1})$ is the refractive index of the sample and the $1/X$ factor accounts for the spherical nature of the Huygens wavelet. Unlike in the quantum calculations where the optical field is in the interaction picture and propagation effects are eliminated, $E_{n+1}$ in Eq. (52) is the actual field at point $X$ rather than the field generated at that point.

We now turn to the signal obtained from a quantum description of the field. Here each atom is the primary and only the source of the signal wave. $E_{n+1}(x, t)$ is the field generated at the point $x$ since we are in the interaction picture where the free propagation is eliminated. The signal wave is now given by the interference from the Huygens wavelets constructed from $E_{n+1}(x, t)$ as in Eq. (3). Using Eq. (7) one can obtain equation of motion for the photon annihilation operator:

$$\frac{d}{dt}a_{n+1}(t) = i \left[ H^{(n+1)}_{int}, a_{n+1}(t) \right] = i \int dx \sqrt{\frac{2\pi \omega_{n+1}}{\Omega_{n+1}}} \langle V(x, t) \rangle_{\{n\}} \exp(-i(k_{n+1} x - \omega_{n+1} t))$$

We shall integrate Eq. (53) under the following conditions:

1. the expectation value of the polarization operator is given by Eq.(10);
2. initially the polarization $\langle V(x, -\infty) \rangle_{\{n\}}$ is zero;
3. the polarization has a slowly varying temporal amplitude:

$$\int_{-\infty}^{t} \langle V(\tau) \rangle_{\{n\}} d\tau = P_{\{n\}}(t) \exp(-i\omega_{\{n\}} t)/(-i\omega_{\{n\}});$$

From Eq. (3) we obtain the signal optical field:

$$E_{n+1}(X, t) = \frac{-2N\pi \omega_{n+1} (i(k_{n+1}X - \omega_{n+1} t))}{L\Omega_{n+1}\omega_{\{n\}}} \times X^{L/2} \times P_{n+1}(t) \int_{-L/2}^{L/2} \exp(i\Delta k x) dx$$
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Using the resonant condition $\omega_{n+1} - \omega_{\lfloor n \rfloor} \approx 0$, and Eq. (16), (17) we finally get:

$$E_{n+1}(X, t) = -\frac{2\pi N}{\Omega_{n+1} X} P_{\lfloor n \rfloor}(t) \text{sinc}(\Delta k L/2) \times$$

$$\times \exp \left( i(k_{n+1} X - \omega_{n+1} t) \right)$$

By comparing Eq. (55) with (52) we find that the semiclassical and the quantum approaches give identical results, apart from the factors $L/n'(\omega_{n+1})$ vs. $N/\Omega_{n+1}$ which are model specific and arise from the single signal mode approximation. The heterodyne signal is obtained by treating the heterodyne wave as a spherical wave emitted by the aperture (which bring the Goui phase [24] factor $i/(k_{n+1} X)$): $E_s(X, t) = i/(k_{n+1} X)E_s(L, t)$ which brings up the Goui phase factor $i/(k_{n+1} X)$. Substituting the above equation along with Eq. (55)(or (52)) into the signal Eq. 4:

$$S_{\text{HET}} \sim \Im \langle V(r, t) \{a\} E_{n+1}^\ast \rangle / X^2(r, t)$$

Formally we apply the Goui phase twice in Eq. 4 for propagating the signal and for the heterodyne part. This leads to an overall pre-factor of $1/(k_{n+1} X)^2$. the standard semiclassical procedure skips the propagation steps and uses Eq. (51) directly to yield $E_{n+1} \sim iP_n$.

**B Generalized susceptibilities and their CTPL representation.**

In this appendix we introduce the generalized susceptibilities used in the last section. These are based on the superoperator non-equilibrium Green’s functions (SNGF’s) [38, 39]. The $n^{th}$ order SNGF’s are defined as traces of time ordered products of such superoperators:

$$\langle \mathcal{T} A_+ (t) A_+ (t_n) \ldots A_+ (t_{n-m+1}) A_- (t_{m-n}) \ldots A_- (t_1) \rangle$$

where $m = 0, \ldots, n$. The SNGF’s may contain an arbitrary number of $+$ and $-$ superoperators. The chronologically last superoperator must be a ”$+$” one, otherwise the SNGF vanishes.
The material $V$ and optical $E$ SNGF’s are defined as:

$$V^{(n)}_{L\nu_n...\nu_1}(\tau, t_n, \ldots, t_1) =$$

$$\langle TV^\prime_L(\tau)V^\prime_{\nu_n}(t_n)\ldots V^\prime_{\nu_1}(t_1)\rangle$$

$$E^{(n)}_{\nu_n...\nu_2}(t_n, \ldots, t_1) =$$

$$\langle TE^\prime_{\nu_n}(t_n)\ldots E^\prime_{\nu_1}(t_1)\rangle$$

where subscript $\nu$ is the superoperator index which depends on the representation; $V^\prime_{\nu} = V_{\nu} + V_{\nu}^\dagger$ and the net field operators. SNGF’s of the form $V^{(m)}_+..._-$ give causal ordinary molecular response function of $m^{th}$ order.

The material SNGF of the form $V^{(m)}_+..._m$ represent $m^{th}$ moment of molecular fluctuations. The material SNGF of the form $V^{(m)}_+..._m$ indicates changes in $m^{th}$ moment of molecular fluctuations induced by $m-n$ light/matter interactions. In the other representation the material SNGF $V^{(m)}_{L...L} R...R$ represent a Liouville space pathway with $n+1$ interactions from the left (i.e. with the ket) and $m-n$ interactions from the right (i.e. with the bra).

The average material field in Eqs. (35)-(39) can be written in terms of the defined above SNGF’s as:

$$\langle V_L(\tau)\rangle_{\{n\}} = \frac{i^n}{n!\hbar^n} \sum_{\nu_n} \ldots \sum_{\nu_1} \int_{-\infty}^{\infty} dt_n \ldots dt_1$$

$$\Theta(\tau) V^{(n+1)}_{L\nu_n...\nu_1}(\tau, t_n, \ldots, t_1) \times$$

$$E^{(n)}_{\nu_n...\nu_1}(t_n, \ldots, t_1)$$

where $t_n, \ldots, t_1$ are the incoming modes light/matter interaction times. The factor $\Theta(\tau) = \prod_{i=1}^{n} \theta(\tau - t_i)$ guarantees that the $\tau$ is the last light-matter interaction with the detected mode which has been taken care of separately. The indices $\nu_j$ are the conjugates to $\nu_j$ and are defined as follows: the conjugate of $+$ is $-$. However the conjugate of $L$ is $L$ and $R$ is $R$. Eq. (58) implies
that is the excitations in the material are caused by fluctuations in the optical field and vice versa. Here we use a mixed representation in order to separate classical incoming (± representation) and quantum detected (L, R representation) optical modes.

Eqs. (40), (43), (4) were obtained by recasting material SNGF’s in Eq. (58) into the form of generalized susceptibilities. These are formally defined as in the frequency domain by performing a multiple Fourier transform:

\[
\chi_{L\nu_\alpha \ldots \nu_1}^{(n)}(-\omega_{n+1}; \omega_n, \ldots, \omega_1) = \int_{-\infty}^{\infty} d\tau_1 \ldots d\tau_1 \Theta(\tau) e^{i(\omega_n t_n + \ldots + \omega_1 t_1)} \delta(-\omega_{n+1} + \omega_n + \ldots + \omega_1) \nabla_{L\nu_\alpha \ldots \nu_1}^{(n)}(\tau, t_n, \ldots, t_1)
\]

The SNGF \(\chi_{+ \ldots -}^{(n)}(-\omega_{n+1}; \omega_n, \ldots, \omega_1)\) (with one + and the rest − indices) are the \(n^{th}\) order nonlinear susceptibilities or causal response functions. Others can be interpreted similarly to their time domain counterparts (56).

The generalized susceptibilities written in terms of L, R superoperators, can be represented by close-time path loop (CTPL) diagrams introduced by Schwinger-Keldysh many body theory. The following rules are used to construct these diagrams [21, 11]:

1. Time runs along the loop clockwise from bottom left to bottom right.
2. The left branch of the loop represents the "ket", the right represents the "bra".
3. Each interaction with a field mode is represented by an arrow line on either the right (R-operators) or the left (L-operators).
4. The field is marked by dressing the lines with arrows, where an arrow pointing to the right (left) represents the field annihilation (creation) operator \(E_\alpha(t) (E_\alpha^\dagger(t))\).
5. Within the RWA, each interaction with the field annihilates the photon \(E_\alpha(t)\) and is accompanied by applying the operator \(V_\alpha^\dagger(t)\), which leads to excitation of the state represented by ket and dexcitation of the state represented by the bra, respectively. Arrows pointing "inwards" (i.e. pointing to the right on the ket and to the left on the bra) consequently
cause absorption of a photon by exciting the system, whereas arrows pointing "outwards" (i.e. pointing to the left on the bra and to the right on the ket) represent deexciting the system by photon emission.

6. The observation time \( t \) is fixed and is always the last. As a convention, it is chosen to occur from the left. This can always be achieved by a reflection of all interactions through the center line between the ket and the bra, which corresponds to taking the complex conjugate of the original correlation function.

7. The loop translates into an alternating product of interactions (arrows) and periods of free evolutions (vertical solid lines) along the loop.

8. Since the loop time goes clockwise along the loop, periods of free evolution on the left branch amount to propagating forward in real time with the propagator given by the retarded Green’s function \( G \). Whereas evolution on the right branch corresponds to backward propagation (advanced Green’s function \( G^\dagger \)).

9. The frequency arguments of the various propagators are cumulative, i.e. they are given by the sum of all “earlier” interactions along the loop. Additionally, the ground state frequency is added to all arguments of the propagators.

10. The Fourier transform of the time-domain propagators adds an additional factor of \( i(-i) \) for each retarded (advanced) propagator.

11. The overall sign of the SNGF is given by \((-1)^{N_R}\), where \( N_R \) stands for the number of \( R \) superoperators.
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